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Methods for query processing are an essential part of database and information systems (see e.g. [Garcia-Molina et.al. 2002]). Named queries, also called views, are not only used to access information, but also for (re-)structuring and integrating information [Halevy 2001]. On the World Wide Web, effective query processing used to be impossible due to the lack of data structures and scheme information. The ability to efficiently access information in a query-like fashion had been sacrificed for the ease of authoring and publishing information.

1 Introduction

When we talk about the Semantic Web today, then we mainly refer to an effort of bringing back structure to the information that is available on the World Wide Web. This time, structures do not come in the shape of well-defined database schemas but in terms of semantic annotations that conform to a specific, often loosely defined schema or even to an explicit specification of the intended meaning of a piece of information, called ontology. The first real results of semantic web research are languages for encoding these three components: The resource description framework RDF provides a language to encode semantically annotated information, the RDF vocabulary (formerly RDF schema) [Brickley and Guha 2002] is a language for capturing schema information in terms of a typing system with inheritance and typed relations. Finally, the Ontology Web Language OWL [McGuiness and van Harmelen 2002] is a logical language that can be used to describe ontologies that further constrain the possible interpretations of terms used to annotate information.

This return of structure to the World Wide Web enables us to re-consider the issue of query processing. Having a closer look at the nature of the information on the web and the languages used to impose structure on this information, we have to recognize that conventional database techniques are not sufficient to make query effective and efficient processing on the Semantic Web possible. This paper is devoted to providing evidence for this claim. We successively discuss the specific characteristics of the semantic web, that force us to consider new techniques for query processing. We base the discussion of these characteristics on experience gained when experimenting and theoretically investigating the issue of query processing on the semantic web. We mention some approaches to overcome existing problems whenever they exist.

In section 2 we discuss the problem of querying ontology-based information and the need for logical reasoning in order to achieve complete answers. Section 3 introduces the problem of heterogeneity arising form the use of different ontologies and the need to integrate ontologies for answering queries. The problem of incompleteness of information is discussed in section 4 and the use of approximation techniques in querying is motivated. Discussing scalability, section 5 raises the most obvious and still most striking problem of the semantic web. We argue for need to transform representations of information in order to be able to apply more efficient query processing methods. Section 6 addresses the problem of the dynamic character of information on the web where information sources constantly occur and disappear forcing us to perform a discovery step in order to locate useful information sources before actually being able to query information. We conclude with a summary of the problems arising when trying to query the semantic web and an attempt to formulate the most pressing research questions in this direction.

2 Querying needs Deduction

In databases, query processing is mostly based on formalisms that assume a closed world and use the principle of negation as failure. On the semantic web, such an assumption is clearly not adequate as we always have to deal with incomplete knowledge. The way the semantic web deal with this incompleteness is the use of background knowledge in terms of ontologies the information is related to. These ontologies specify constraints that must hold in all possible states of the world and therefore reduce the uncertainty about its real state. Figure 1 shows a simple ontology that might be used to provide background knowledge about software components on the web.

![Figure 1: A Simple Ontology](image-url)
The ontology specifies classes of objects, inheritance relations between these classes and typed relations between classes. Further, it specifies that the class Library is a partition of 16 Bit and 32 Bit libraries. As we assume that the information is described using only terms from the ontology, queries we ask about the information also have to be phrased using this vocabulary. We consider the case where we want to find out whether a piece of software implicitly uses a 16-Bit library (if this is the case we might not want to use this specific software). We use the following query to get the required information:

\[
Q(X) \leftarrow \\
\text{calls}(X, Y) \land \text{32-Bit-Library}(Y) \\
\text{needs}(Y, Z) \land \text{16-Bit-Library}(Z)
\]

Computing the answer to this query seems to be straightforward. We assume a true state of the world as depicted in Figure 2. We want to find out whether the Function gui.exe is an answer to our query. Using conventional query answering techniques, the answer would be ‘no’, because we are not able to decide whether dosSim.dll is a 16-Bit or a 32-Bit Library causing the query to fail due to lack of information.

\[\text{gui.exe: Function} \]
\[\text{calls} \quad \text{calls} \]
\[\text{dosSim.dll: Library} \quad \text{needs} \quad \text{output.dll: 32-Bit Library} \]
\[\text{needs} \quad \text{print.bat: 16-Bit Library}\]

Figure 2: An Incomplete Information Source

In the presence of background knowledge in terms of the ontology of Figure 1, however, the answer would be ‘yes’, because the conditions are satisfied in all possible states of the world. This claim is supported by the fact that dosSim.dll either has to be a 16-Bit or a 32-Bit Library, not both and not none of them. In the first case, the left hand path of the graph supports the requirement of the query, in the second case, the triangular path at the top of the graph does.

A solution to this problem of open world querying with background knowledge is the reduction to a satisfiability problem in description logics that can be solved by Tableau-style proof procedures. Horrocks and Tessaris propose such a translation by ‘rolling-up’ conjunctive queries into concept expressions [Horrocks and Tessaris 2002] an prove the correctness and completeness of their approach with respect to the task of deciding whether an objects is an answer to a given question [Horrocks and Tessaris 2000].

3 Querying needs Integration

The deductive query answering approach by Horrocks and Tessaris can be used to answer queries about information that conforms to one single ontology. On the semantic web, however, there will not be a single ontology all information sources use. Today, there are already more than a hundred ontologies available for public access only in the DAML ontology library and an increasing number of users participating in the semantic web, this number will increase significantly. In the long term we will face a situation, where large numbers of software agents populate the semantic web each using a number of ontologies as a basis for its communication which includes queries posed to other agents. If the agent that receives the query wants to compute the answer, it first has to find an alignment between the vocabulary used in the query expression and its own vocabulary that links the available information to background knowledge. There are different options for relating ontologies.

In real life situations, the integration problem is often weakened by the fact that there are already ontologies about many topic areas available. As building ontologies is a very time consuming and tedious task, designers of ontology-based systems will often use these existing ontologies as a part of the background knowledge and supplement it by additional definitions specific for that particular application rather than building the complete background theory from scratch. This leads to a situation, where different agents on the semantic web use partially overlapping background knowledge. Further, the non-shared part on the ontologies of different systems will be integrated with the shared part, because the systems need to use the background knowledge as a whole. If one agents wants to query another one, what he has to do is to determine the overlapping part of background knowledge used by himself and the other agent and to re-phrase its query in using terms from the shared part.

We have shown that this translation can be done in an approximate way using technology, i.e. description logics and terminological reasoning [Stuckenschmidt 2002a]. The idea is to build an approximate classifier that determines the upper and lower bounds of a concept name in the shared part of the ontology. Instead of discussing the technical details that can be found in the referred paper, we give an example illustrating the approximation idea.

As an example of concept approximation we use the concept Flat. The relevant part of the overall hierarchy can be seen in Figure 3. The approximations we are interested in are the direct sub- and super-classes of tour example concept that are not from the same ontology. We can see in the figure that these are: ‘Bungalow’ and ‘Apartment’. Applying our approximation method, we decide that all members of these classes are assumed to be members of the concept ‘Ferien-Wohnung’. While this result is not completely true, because houses are not flats, it still serves the purpose very well, because all of concepts describe accommodations that are reasonable replacements in the case that no flat is available.
If we determine the upper approximation of the example concept, we get the general concept ‘Unterkunft’ (accommodation). Our method now determines all instances of this general concept to be potential members of the example concept. Besides the members of the already mentioned concepts, this also includes objects that are members of the concepts ‘Hotel’ and ‘Camp-Site’. We see, that these results are still closely related to the example concept, because they are all accommodations mainly used during holiday, however, hotels and Camp-Sites are not really the kind of answer the user would assume to get when asking for a flat. Still, returning hotels and camp-sites as answers to a query for a flat is still better than not returning any result, because the user might want to change her choice in favour of other preferences (e.g. the location).

In the same way, we can compute approximate answers to conjunctive queries by transforming the query into a concept expression and approximating this concept expression in the way sketched above [Stuckenschmidt et.al. 2002].

**4 Querying needs Approximation**

In the course of a case study it turned out that in most cases the approximation of concept expressions returns good results, because people tend to share a reasonable number of concept names across different ontologies that provide a basis for creating mappings. These mappings can often be found using stemming and simple string matching. On the other hand, it turned out that it is much harder to come up with reasonable mapping between the relations used in different ontologies. This has a major impact on the quality of the result of answering conjunctive queries. In the presence of sparse mappings, we face a situation where the descriptions in different ontologies referring to the same real-world object can be significantly different. As a consequence, real-world objects that are meant to be an answer to a query are not returned because their description does not match the query that is formulated using terms from a different ontology. We address this problem by relaxing the query, i.e. by weakening those constraints from the query expression that are responsible for the failure. In order to be useful, this weakening process has to fulfill certain formal properties. In especially, we want to make sure that we do not loose any answers when modifying the query. We illustrate the relaxation process using the following query from a case study:

\[ Q(X) \rightarrow \]

\[- Hotel(X) \land zimmer(X, 25) \land \text{ist-in-schloss}(X, ja) \land \]

\[- \text{liegt-in}(X, V) \land \text{Ort}(V) \land \text{liegt-in}(V, \text{mecklenburg}) \]

There are many different ways of making a query more general in order to increase the chance of matching a potential answer. A possible approach is based on the fact that each variable in a conjunctive might fail to match a specific object if the object does not satisfy the constraints. Therefore, a way of increasing the chance of matching the target object in the head of the query is to successively eliminate non-answer variables from the query. In the example query for example, we have the variables V, W, X, Y and Z where X is the answer variable. Therefore we can weaken query by eliminating the variables V, W, Y and Z. This can be done by removing all conjuncts containing a specific variable from the query expression. It is easy to see that successively removing conjuncts from the query leads to a sequence of queries with the desired properties [Stuckenschmidt and van Harmelen 2002].

The main question that arises when adopting the variable elimination approach is the order in which the variables should be removed from the query. This order is partially constrained by the dependencies between the different variables. Removing the wrong variable first can break these dependencies and make remaining conjuncts useless. Looking at the example query this would happen if we first removed the variable Y. In this case the conjunct V = Mecklenburg would be isolated, because the variable Y only occurred in the removed conjuncts that connected it to the answer variable. In order to avoid breaking dependencies when removing conjuncts, we can use the query graph of the query to be relaxed as it explicates existing dependencies. In the query-graph dependencies between variables are represented by arcs between nodes. Therefore we have to ensure that the query graphs remains connected when removing the node that represents the variable we want to eliminate. Obviously, this is only the case if we eliminate variables that correspond to leaf nodes in the graph [Stuckenschmidt et.al. 2002].

This general framework for query approximation still contains many arbitrary choices. The crucial task for future research is how to design heuristics that guide the relaxation process. These heuristics might be based domain knowledge, user preferences and the task to be solved.
5 Querying needs Transformation

Up to now, we only considered the problem, that different agents will use different vocabularies completely ignoring the way the semantics of these vocabularies are represented. A number of languages with sometimes very different features have been proposed for this purpose [Gomez-Perez and Corcho 2001]. This of course also affects the problem of query answering, as all techniques discussed so far heavily rely on logical reasoning in some description logic. A first attempt to deal with the problems that arise mostly from the trade-off between the expressivity of the representation and the efficiency of the reasoning methods available is the OIL ontology language [Fensel et al. 2001] that consists of language layers of different complexity.

The OIL framework allows a user to select a language layer with an expressive power suitable for a particular application, however it does not address the problem of tailoring a language to a given application. As a response to this missing flexibility the ‘family of languages’ approach has been proposed [Euzenat and Stuckenschmidt, 2003]. The idea behind this approach is to have a set of languages structured by a partial order. This is more general than the layering approach and more convenient for the users who can find languages closer to their needs (or, for an intermediate language, languages closer to their own languages). In order to fulfill the translation task, for every two languages in the family a third language should exist that covers both of them. This third language is the one both languages can be translated into thereby achieving interoperability.

The family of languages approach has been implemented and tested for languages that rely on Description Logics, because the modular nature of these logics support the idea of flexible language construction quite well.

Obviously the problem of different capabilities does not only relate to the logical language used, but also for the reasoning services available. While one system might directly support ontology-based query processing, other systems might only support satisfiability testing. Using the same ideas discussed above, we can stepwise transform the query answering problem into a satisfiability problem.

6 Querying needs Discovery

The main idea of the Semantic Web is that you cannot only use information from your own place, but the information of the whole web. This however requires that potential information sources are located. On a technical level this is done by the web infrastructure that provides information about addresses of different servers. A problem that remains is to select those sources that actually have relevant information me might want to query. For this purpose we have to develop a discovery method is in charge of finding information sources on the web that can solve (parts of) a particular query. The corresponding sources have to be listed and ranked according to the expected quality (in especially completeness) of the answer. The problem of locating information sources has been addressed in the area of information retrieval and filtering for a long time, however, the presence of background knowledge in terms of ontologies poses new challenges to the discovery task. A useful discovery method now also has to check

- Whether the information provided is relevant for the query
- Whether the vocabulary of that source is alignable with the query vocabulary
- Whether the representation of the background knowledge can be dealt with
- Whether there is a reasoning service available for actually computing the answer

In short, the discovery step has to take into account solutions to all the problems mentioned above. Further, there is the question of reliability of information. In an open environment like the semantic web, everyone is free to make any claim. If we want to find correct answers to a query, we have to make sure that the information a source provides is reliable. This can be done by providing justifications or by using reputation mechanisms based on previous correct answers.

Conclusions

We argued that query processing is an important methods on the semantic web and is likely to gain the same central role it has in databases and information systems. We showed that query processing in the setting of the semantic web poses new challenges that raise many well-known problems of Artificial Intelligence research such as reasoning, integration, approximation, transformation and discovery. We outlined the problems connected with these requirements on a rather informal level and pointed to first results on some sub problems.

The main message of this paper is that there is a need for intensive research in the areas mentioned in order to facilitate query answering. Maybe the most central question is how to combine well-founded logical methods of reasoning about information with background knowledge with heuristic and approximate methods. While the first are desirable from a theoretical and conceptual point of view, the latter are necessary in order to cope with the lack of consistency, completeness and the need for scalability. The success of every approach will rely on finding the right balance between formal rigor and powerful heuristics.
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